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ExperimentsIntroduction

Predicting pathogenicity for protein variants in human genes 
suffers from a lack of high quality supervision (labels). 
Unsupervised methods predict protein sequence likelihood 
as a proxy for fitness (evolutionary principle). However, 
this typically requires training generative models on MSAs 
for each gene (Frazer et al, 2021).

Findings: Pretrained protein language models can score gene 
variant pathogenicity zero-shot, without data 
preprocessing or finetuning on per-gene MSAs. We call 
this unsupervised protein LM scoring method VELM and 
show that it performs comparably to state of the art
methods on clinically labeled gene variants.

To score a missense variant, we mask the sequence at the 
mutated location and output the protein LM’s conditional 
probability distribution at that location:

Using Prot-T5 (Elnaggar et al, 2021), we evaluate 
VELM on a set of protein variants with known 
clinical labels.

VELM’s pathogenicity score largely separates the 
variants by clinical label (benign vs. pathogenic), 
without requiring finetuning on gene-specific data.
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Method

Background: Protein Language Models (LMs)

Metric VELM (T5) EVE
mAUC (≥ 1 labels) 0.901 0.917
mAUC (≥ 3 labels) 0.912 0.930
mAUC (≥ 5 labels) 0.933 0.936

To define a pathogenicity score, we evaluate the log odds 
ratio between variant and wildtype at the mutated 
positions (Meier et al, 2021).
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Intuitively, S( ) is higher when the mutations make the 
variant sequence less likely than the wildtype, making it 
more likely to be pathogenic.
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VELM performs comparably to EVE (Frazer et al, 
2021), which trains a separate generative model per-
gene. The performance is closest on genes with more 
clinical labels (less noise).

Protein LMs are trained by self-supervised learning on 
large open datasets of protein sequences.

A typical training objective is for the LM to predict the 
missing amino acids in a randomly masked sequence. This 
makes them ideal for predicting variant likelihood, as a 
proxy for evolutionary fitness.
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